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Overview
The Committee was asked to provide an assessment of the technical status and progress, as well as the cost, schedule, and management performance of the project.  The project was officially started in April 2008, following a DOE Technical, Cost, Schedule, and Management Review on November 15-16, 2007.   The agenda for the review is given in Appendix A, and the detailed charge to the Committee is given in Appendix B.

The primary purpose of the FVTX detector is to enhance the heavy flavor physics program at forward rapidity in PHENIX.  The addition of precise vertex trackers in front of the two muon arms will provide measurements of the distance of closest approach (DCA) of tracks from vertices displaced from the primary collision vertex.  The DCA measurements will be used to reject a large fraction of the hadronic background tracks, and select muons from semi-leptonic decays of charm and beauty particles.  Charm and beauty decays can be selected on a statistical basis from the distribution of DCA measurements.  

The technical scope of the project, including the essential design parameters and the baseline budget and schedule are given in the Project Management Plan, which was formally completed and approved in April 2008.  Key tables in the Management Plan define the functional performance requirements of the FVTX system required to achieve the proposed physics goals, and the inventory of components that must be delivered to satisfy a successful completion of the project.  The FVTX will be integrated with another ongoing PHENIX project, the Silicon Barrel Vertex Tracker (VTX).  Both detectors share common infrastructure and integration issues.

The previous review of this project (November 2007) resulted in some thirteen recommendations, most of which related to the specification of project requirements, the detailed schedule, tracking milestones, management responsibilities, and other items which required action by the FVTX group prior to approval of the Management Plan.  These have been dealt with, including a sharpening and redefinition of the performance criteria, and, as noted above, the Plan was approved in April 2008.  Responses to all of the recommendations were presented at this review.  The Committee felt, in general, that the recommendations of the prior review have been adequately addressed.  

The management of the project has performed well during the first six months of construction, and the collaboration has been responsive to the main issues raised during last year’s review.  As noted in the sections below, there is still some concern regarding noise performance, and the degree to which the extraction of specific physics measurements from the measured DCA distributions is under control. 

The main technical concern under discussion at this review concerns the High Density Interface (HDI), the flex circuit board on which the FPHX chips and sensors are interconnected.  Its design has become more complex, and delivery of the first prototype is now several months late.  The HDI is on the critical path because the collaboration plans to use it to do a multi-chip test of the FPHX before submitting the second round of prototype chips for fabrication. To relieve this potential schedule delay, the Committee recommends performing these tests with a purpose-built PC board instead.  

The Committee’s detailed comments and recommendations are given in the sections below.  A summary of the recommendations is as follows:

· A complete heavy flavor RAA analysis chain with realistic DCA errors should be demonstrated as soon as possible, and presented with one of the quarterly reports prior to the next annual review.  A list of people who are actually doing the offline software and analysis, their FTE level of support, and their time schedule, should be presented as well.

· The simulation package for the readout chain should be enlarged to include capability to determine where the high data rate bottlenecks occur, and whether DAQ data loss occurs gracefully or in “brick wall” fashion.  The effect of threshold dispersion on track finding efficiency should be considered for all gain settings of the FPHX chip.

· The collaboration should design a normal printed circuit board as the first multi-chip module to test the FPHX prototype run.  This should be done as soon as possible to remove the HDI as a potential schedule risk associated with the FPHX submission.

Performance deliverables/commissioning/physics analysis preparation

The group has tightened and redefined the performance criteria since last review. They are focusing on the setting of the hit acceptance threshold in relation to noise. This in turn translates into detector efficiency and track finding efficiency. While the details will be evaluated by electronics experts, it seems that there is a reasonable margin to allow good tracking and matching performance. The more worrisome effect of increased noise could be the filling of the readout bandwidth with noise hits. It was not clear from the presentations how well this is simulated.

The physics performance “candle” is the resolution of displaced track DCA. The goal is set to be a DCA resolution of less than 200 microns, for momenta greater than 200 GeV.  This is monitored, and seems to be achievable, as the design matures (e.g. the amount of material is modified). These simple criteria need to be folded in with the examples of physics measurements. A complete heavy flavor RAA analysis chain should be demonstrated as soon as possible. Right now the offline effort is focused on the preparation of building blocks: simulation and reconstruction. There is also a notion of blind analysis, but the specific goal of physics analysis is not well defined. Since many people listed as participants in the offline effort are heavily involved in the construction of the detector it is important that the rest of the PHENIX collaboration participates in the definition of the specific goals and helps achieving them in time for hardware construction evaluation. In addition the analysis goals should be connected to the achievable statistics and possibly to triggering issues. The committee would like to see a realistic list of people who are actually doing the offline software and analysis, and their time schedule.  In the long term the committee does not expect major problems integrating the FVTX into the PHENIX offline software. 

Commissioning of the detector seems to be far away in the future. Even so, there is good progress on thinking about integration of the FVTX into PHENIX. The integration crew is very experienced and the important engineers (e.g., Mannel, Sondheim ) are working for both VTX and FVTX. The committee expects the integration and the subsequent commissioning to go smoothly assuming that the schedule allows for proper installation.

Recommendation:  A complete heavy flavor RAA analysis chain with realistic DCA errors should be demonstrated as soon as possible, and presented with one of the quarterly reports prior to the next annual review.  A list of people who are actually doing the offline software and analysis, their FTE level of support, and their time schedule, should be presented as well.

Readout and electronics
Front end noise level of the FPHX was estimated at 400 electrons rms and a threshold setting of 2,000 electrons, or 5:1 threshold to noise setting was anticipated. Initial measurements, however, showed a threshold dispersion of 300 electrons rms at the stated gain setting of 50 mV/fC and, if verified, this should be included in the model to understand the resulting increase in noise hit rate. Additionally, the dispersion is expected to be gain dependent, that is, worse at low gain and better at high gain and it should be characterized at all gain settings. It was stated that the source of the dispersion was not yet known, and some contribution due to mismatch of on-chip charge injection capacitors may have contributed to some degree. Bench-top measurements should be continued to determine if comparator mismatch is indeed the problem. 

The collaboration indicated that threshold levels could be raised considerably with no loss to track finding efficiency and this might render the threshold dispersion effect moot. Nonetheless, we recommend that this effect be included into simulations to determine its effect on overall noise hit rate and this should be done at all gain settings of the chip. Should the original threshold setting indeed be considered desirable, the collaboration should consider modifications to the next iteration of the chip to mitigate the dispersion effect. A robust simulation package for the readout chain appears to be in place. It was not clear, however, whether this package can pinpoint DAQ bottlenecks at higher data rates. 

Recommendation:  The simulation package for the readout chain should be enlarged to include the capability to determine where the high data rate bottlenecks occur, and whether DAQ data loss occurs gracefully or in “brick wall” fashion.  The effect of threshold dispersion on track finding efficiency should be considered for all gain settings of the FPHX chip.

The HDI is in the critical path now because the collaboration wants to test the FPHX chip in a multi-chip module configuration using the HDI before submitting the second round of chips.  However, there are risks associated with the HDI production: it is a flex circuit with 7 layers of circuit and small features.  

The proposal of testing the chips in a multi-chip configuration before committing to the second prototype round is sensible.  However, this schedule scenario can be relaxed by testing the chip in a multi-chip module configuration using a printed circuit board instead of the HDI.  This board can be reasonably big, with enough space for the layout of the traces and power planes.  Also, the circuit can be placed on the side of the connecting pads, even allowing some access to the traces (differently from the HDI configuration, where most of the traces are below the sensor).  Such a configuration most likely will allow a full test of the chip, with sensor connection, full readout chain on both sides of the sensor and even beam tests.  Other concepts can also be tested with this board, like the ~200 MHz clock distribution for all the chips (the simulations have shown that the signal degrades with all these 13 chips connected to the same clock line), initial understanding of common mode noise effects, power distribution, coupling between strips with readout on different sides of sensor, etc.  Also, such board should be easy to handle and repair when compared with the HDI assembly.  

Recommendation:  The collaboration should design a normal printed circuit board as the first multi-chip module to test the FPHX prototype run.  This should be done as soon as possible to remove the HDI as a potential schedule risk associated with the FPHX submission.

The test board approach also has the advantage of possibly saving some funds, by reducing the number of prototype HDIs before the final submission.  A normal printed circuit board should be cheaper than a flex cable.

The efforts toward the design of the HDI should proceed, with subsequent fabrication of the circuit.  The possibility of transferring the present files to layout CAD tools available at LANL should be explored.

It is the committee’s impression that the collaboration could perform all necessary operations on this test board at Los Alamos, rather than incur the difficulty of sending people and equipment to Fermilab for that purpose. We recommend that the collaboration identify a wire-bond facility at or near Los Alamos to allow for rapid turnaround for attaching or repairing chips on the test board. In addition, they should consider the incremental “add and test” scenario for testing multiple FPHX chips on a single test board. 

The present schedule includes 4.5 months of float and the FPHX readout chip constitutes the critical path.  The collaboration received the chip back in Oct. 2008 and tests are ongoing with a FPHX single chip test board.  In general, these chip tests are time consuming.  Also, before committing to a second round of chips, it is important to test the chips with sensors and radioactive sources, possibly even beam tests.  All this will require time.  Delays in the testing implies delaying the second submission of the chip, and possibly the submission of the production run.  This will impact the critical path, with consequences on the float or even the completion schedule of the project.

There are other possibilities to consider.  For example, if the prototype of the FPHX chip performs well, and the changes to the chip design are small, one possibility is to use the second prototype run as a pre-production run and procure enough chips to start the assembly of the wedges.  

We suggest that the collaboration envision an alternative schedule which involves more time to test the present prototype FPHX chip, possibly delaying the submission of the second chip production run.  Also, they should consider how this will impact cost and contingency. They should explore the possibility of purchasing any remaining prototype chips that were left at the foundry, to make available more chips for testing and debugging.

Mechanical assembly/integration/infrastructure

Plans for FVTX assembly and integration have evolved substantially over the past year.  Last year, the review committee had concerns about the wedge assembly plans, grounding, and alignment stability.  All of those issues appear to be in much better shape now.  Last year, the plan was that wedges would be assembled by FVTX collaborators at one or a few different FVTX institutions.  Since then, the FVTX collaboration has decided to have all of the wedge assembly performed by experienced technicians in Fermilab’s SiDet group.  A group of FVTX collaborators will also be based at Fermilab during the wedge assembly process in order to test the wedges after each assembly step has been performed.  This is a realistic division of labor that should significantly reduce the risk associated with the wedge assembly process.

Last year, the collaboration recognized that it was critical to develop a grounding plan for the detector, but had not yet done so.  A detailed strategy now exists that appears to be well thought out.  The default is a star-configuration ground with floating power supplies.  However, flexibility is being designed into the system to make it easy to deviate from that scheme if ground loop problems arise.  This is a well-motivated, prudent approach.

Precise knowledge of the FVTX alignment is essential for it to achieve its physics goals.  Last year, general plans for the alignment process were presented.  The general idea was to perform detailed bench measurements to fix the location of each wedge on its disk.  The disks will then be surveyed into the cages.  Finally, track reconstruction will be used to fine-tune the relative alignment of the disks.  This approach requires the location of each wedge on its disk to be nearly unchanged from the bench into the PHENIX IR.  However, it was not clear whether or not those plans would work, since it appeared to the review committee that the thermal load had been underestimated.  This year, the FVTX collaboration confirmed that the thermal load had been underestimated last year by a factor of five.  The carbon composite backplane has been thickened to compensate for this.  New thermal distortion calculations were presented, including all of the recent design changes except the thicker HDI, that indicate the deflections will be less than 8 μm.  Follow-up calculations including the thicker HDI are planned for the near future.  Calculations of the differences in the disk deflections from the horizontal position on the bench to the vertical position in the IR have not yet been performed.  This is unlikely to be a problem, especially since the new design is stiffer than the original one.  But calculations should be done to verify this.  Finally, a plan for the actual bench measurements has now been developed.

Eric Anderson of LBNL is now assisting the FVTX collaboration on those aspects of the mechanical design that utilize composite materials.  Eric Anderson is known to be a very good composites engineer.  But he is also highly subscribed, with current efforts involving LHC and STAR upgrades, in addition to the FVTX.  The FVTX collaboration needs to ensure that they won’t be pushed to the back of the line when they need input at a critical time.

The FVTX and VTX will share a common enclosure and mounting scheme.  Thus, it is very good that the same three individuals are overseeing mechanical engineering, electrical engineering, and mechanical integration for both projects.  This doesn’t guarantee that the two detectors won’t “get in each other’s way” at some point in time.  But it ensures that there will be a clear line of responsibility to resolve any conflicts that do arise.  Meanwhile, a considerable amount of work is already underway to prepare the PHENIX IR for the eventual installation of the VTX and FVTX.

Elsewhere in this report, we recommend that the FVTX collaboration design a simple PC board to perform multichip tests of the existing prototype Si sensor and FPHX chips, rather than using the prototype HDI for the initial tests.  However, it will still be very important to perform a subsequent full wedge system test with HDI+sensor+FPHX in order to test and optimize the design of the HDI.  We also applaud the plan to test the full HDI+sensor+FPHX system in the test beam at Fermilab.

Cost and Schedule
At this moment, the FVTX project cost status appears to be in good shape.  The FPHX chip cost has increased by $174K because some FNAL overhead costs had not been included previously.  However, other cost savings have been found so that the net cost differential as of this moment in only $75K.  Approximately $900K in contingency funds remain available, which is appropriate for this stage in the project.

Originally, the plan had been for the wedges to be assembled by FVTX collaborators working at one or more FVTX institutions.  During the past year, the collaboration has decided to have the wedges assembled by SiDet at Fermilab, with FTVX collaborators on-site at Fermilab to test the assemblies at several intermediate steps in the process and after completion.  The cost implications of this change are not yet known.  However, it will significantly reduce the risk associated with the wedge assembly process to have experts at Fermilab perform the sensitive steps, so it will be appropriate to allocate contingency funds for this purpose unless the extra costs prove to be exorbitant. The SiDet facility is paid by the hour, so proper planning of the technician skill level and the involvement of the FVTX collaborators at Fermilab will have to be carefully planned. The schedule and cost estimate of the wedge assembly at SiDet should be developed very soon.
Looking ahead to the coming year, there will likely be points where trade-offs arise between cost and schedule.  The current plan requires the next FPHX MOSIS run to be submitted in March, 2009.  This is extremely aggressive.  Between now and then, the FPHX chips need to be assembled with a sensor and tested thoroughly.  It is very likely that this will require the next chip submission to slip until May or later.  If it slips past May, it will consume the entire current schedule float on the critical path.  The project team noted that it may be possible to reduce the time assumed to assemble the wedges.  The collaboration should begin to investigate what time savings may be practical through faster wedge assembly, taking account of the corresponding need for additional off-project manpower during the assembly process.  Other ways to preserve the current schedule should also be explored.

Overall, the Committee believes that the biggest risk to the schedule, and consequently the cost, is the potential delay in testing and evaluation of the first wedge prototypes. Any difficulties encountered there will delay the overall project as presently planned. The project mangers are encouraged to think about practical contingency plans to deal with such delays. Within the next six months we should know much better the basic performance of the system.

Management
The FVTX project management, which is strongly centered at Los Alamos, appears to be doing a good job at the present time.  They have a clear understanding of the current state of the project, including those aspects that involve the highest risks.  The Committee was given a good overview of the progress to date and the status of project finances.  It is very encouraging that the project managers have been able to find cost savings to compensate for approximately 60% of the cost overrun associated with additional overhead charges at Fermilab.  The thinking about procurement of components, assembly and testing has been significantly improved since last year’s review.

There is good news about the procurement of sensors and chips. The prototypes are in hand and the early test results are encouraging. The testing and evaluation of the wedge components separately and in sub-assemblies should be the highest priority. The cost estimates for the first 750k$ of M&S expenses are within 10% of the original budget.

If we were to identify one particular issue as a concern, it would be that the project management tends to be quite aggressive in their scheduling.  This has not been a problem to date.  But the next year is likely to be far more challenging.

Appendix A

Agenda for the Review of the PHENIX Forward Silicon Vertex Detector (FVTX)

Wednesday November 12, 2008 (Physics Building Room 2-160)
8:30
Executive session

9:00
FVTX Overview




Melynda Brooks (30+15)

9:45
Cost, Schedule, Project Management


Dave Lee (30+15)

10:30
Break

10:50
Physics Simulation Results



Zhengyun You (20+10)

11:20
WBS 1.4.1, 1.4.2 Sensors/FPHX Readout chip
Jon Kapustinsky (20+10)

11:50
WBS 1.4.3 High Density Interconnect

Doug Fields (15+5)

12:10
Lunch

1:10
WBS 1.5.2, 1.5.3 DAQ Overview


Sergey Butsyk (20+10)

1:40
WBS 1.5.2, 1.5.3 DAQ Implementation

Mark Prokop (20+10)

 
2:10
WBS 1.4, 1.7 Wedge Assembly 


Dave Winter (20+10)

2:40
Break

3:00
WBS 1.7 Detector Assembly



Steve Pate (15+5)

3:20
WBS 1.6 Mechanics




Walt Sondheim (15+5)

3:40
WBS 1.8.1 Mechanical Integration 


Robert Pak (15+5)

4:00
WBS 1.8.2 Electrical Integration


Eric Mannel (15+5)

4:20
Executive Session, Homework Assignment for Reviewees

Thursday November 13 (Physics Building, TBD)

9:00
Homework Response



       
FVTX Group

10:30
Report Writing

12:30
Lunch

1:30  
Close Out

Appendix B

Charge to the Review Committee

The purpose of this review is to assess the progress of the project since its official start in May 2008.  (The start was delayed as a result of the FY 2008 Federal budget process.)  The Project Management Plan, which includes the baseline cost estimate and schedule milestones, has been sent to the panel members in an earlier email.  Specific points of importance for this review are:

a. Technical progress, as measured against the requirements of the project “deliverables” and the schedule milestones.

b. The current status of the budget and schedule performance, including the appropriateness of the remaining contingency and the adequacy of the available workforce.

c. The effectiveness of the management structure for the project, based on progress to date.  This should include management effectiveness with regard to matters of environment, safety, and health.

d. Any other issues the panel feels may need to be addressed to ensure successful completion of the project.

The panel will also be asked to comment on the project team’s responses to the recommendations from last year’s review.

